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Workshop 8: "Improving Exploration with Petrophysics: The Application of 
Magnetic Remanence and Other Rock Physical Properties to Geophysical Targeting"

• Scanning magnetic microscopy doesn’t directly address 
“Geophysical Targeting” 

• In some ways, is opposite of exploration: location of sources 
can be known, and goal is absolute measurement of magnetic 
intensity & direction 

• Field is still learning to apply processing techniques from the 
exploration community (input welcome)



Outline
• Motivation for micron-scale “aeromagnetic 

surveys” 
• Scanning magnetic microscopes (SMMs): 

how it works 
• Features of our implementation of SMM 
• Initial results and possible experiments



Sources of remanent & induced signals can be 
complicated
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Whole-rock measurements with few 
 mineralogical constraints

(supporting information Figure 1) can be attributed to the magnetizing effect of the drill-string that carries
a steep downward-induced magnetization at these site latitudes, or perhaps to a viscous remanent magne-
tization (VRM) acquired in the stronger postexcursion field or during subsequent core storage. Discrete sam-
ples with negative component inclinations are observed over a 10 cm interval in core section U1302C-5H-1,
and in an 8 cm interval of core section U1302B-4H-5 (supporting information Figure 1). For u-channel sam-
ples, negative inclinations are manifest over !10 cm, although low inclinations are distributed over several
tens of centimeters immediately below the supposed excursion interval, and at the top of the laminated
interval (Figure 2).

The age model at Site U1302/3 was constructed using a combination of planktic oxygen isotope data and
RPI data [Channell et al., 2012b] that were correlated to calibrated templates for RPI [Channell et al., 2009]
and oxygen isotopes [Lisiecki and Raymo, 2005]. The published age model places the excursion (Excursion
1) in the 286–288 ka interval, within MIS 9a (Figure 3). MIS terminology follows Railsback et al. [2015].

3.2. Site U1302/3: Excursion 2
Four u-channel records from Holes U1302A, U1302B, U1302C, and U1303B capture an apparent excursion at
70.9–71.5 mcd at Site U1302/3 (Figure 4), with core section U1302B-7H-3 recording the excursion in the
composite section [Channell et al., 2012b]. As for Excursion 1 at this site, the excursion is manifest in u-
channel samples by component inclination. The excursion records are located at comparable composite
depths in the four holes, although excursion depths in Holes U1302A and U1303B are offset by !20 cm
down-section relative to the excursion depths in Holes U1302B and U1302C, attributable to inaccuracies in
composite depths determined shipboard [Expedition 303 Scientists, 2006a]. An interval of foraminifera-rich

Figure 3. Site U1302/3. Planktic oxygen isotope data (blue) for the 230–320 ka interval of the composite section [Hillaire-Marcel et al.,
2011] compared to the LR04 [Lisiecki and Raymo, 2005] benthic oxygen isotope stack (black). Component inclinations (black) and relative
paleointensity proxy (red) for the composite section [Channell et al., 2012b] compared to the PISO RPI stack (black) [Channell et al., 2009].
Age model from Channell et al. [2012b].
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Figure 26. Comparison between old and new results for the Bushveld Com-
plex. (a) Pole positions obtained by Hattingh (1983) and Hattingh & Pauls
(1994). (b) Newly obtained pole positions from this study. Note the dramatic
improvement in pole grouping compared with previous studies in (a).

were inverted to the same polarity and yielded a combined mean
remanence direction, from which pole positions were calculated
(Table 8, Fig. 26). Practically all pole positions for each zone
overlap at the 95% significance (Fig. 26b) and produce well-
clustered pole positions with a mean pole for the entire Bushveld
Complex estimated to 16.2◦N, 27.3◦E (site-level) or 19.2◦N,
030.8◦E (Zone level). [Correction made after online publication 22
September 2009: the Zone level values have been corrected.] In
contrast, earlier studies produced pole positions that were spread
over ∼45◦ of arc (Fig. 26a), thereby suggesting considerable APW,
and estimated to indicate a total emplacement age of ∼50 Myr.
We attribute this to inadequate demagnetization in the earlier stud-
ies. Collectively our data indicate at least seven reversals in the
Bushveld Complex (Fig. 25) – one of the fastest reversal rates in the
geomagnetic field is documented for the past 5 Myr (∼5 per Myr),
and thus a minimum emplacement time for all zones is estimated to
1.4 Myr.

The mean palaeomagnetic pole from the Bushveld Complex yield
a palaeolatitude of ∼45◦ at eruption time (∼2054 Ma) but palaeo-
geographic implications of our findings together with a revised early
Proterozoic APW path for the Kaapvaal Craton will be dealt with
an a separate paper.
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Figure 8 TMI measured (top) and
computed from the preferred plate
model (bottom) with the body
outline.

Figure 9 Perspective view of the
best plate and ellipsoid models
with the TMI anomaly shown for
reference.
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Strict mineralogical constraints: Nanoscale 
observations and models

(∼0.4–1) of axial ratios, assuming that Hc is domi-
nated by shape anisotropy and that switching occurs
via coherent rotation. The narrow vertical spread of
the central ridge indicates that interparticle inter-
action fields (Hu) are low. Vertical spreading of
the FORC distribution along the ±Hu directions is
observed for Hc < 100 mT, indicating the presence
of pseudo-single domain (PSD) and MD particles.
Samples containing very large (i.e., >10 mm) parti-
cles were observed to have prominent MD sig-
nals restricted to the range 0 < Hc < 10 mT. This
MD contribution is absent in Figure 7b. Vertically
spread signals in the coercivity range 10 < Hc <
100 mT are attributed to PSD particles. The PSD
signal consists of a broad positive peak (labeled ‘2’
in Figure 7b) and a broad negative peak (labeled ‘3’
in Figure 7b) just underneath the central ridge. A
weak negative peak just above the central ridge was
occasionally observed. The combination of positive
and negative peaks can be attributed to particles in
the single-vortex (SV) state [Pike and Fernandez,

1999; Dumas et al., 2007a, 2007b]. The FORC
coordinates of the positive peak are related to the
nucleation (HN) and annihilation (HA) fields asso-
ciated with the transition from SD to SV states and
from SV to SD states, respectively [Pike and
Fernandez, 1999]:

Hc;Huf g ¼ HA − HNð Þ=2; − HA þ HNð Þ=2f g ð3Þ

Rearranging equation (3),HN andHA can be calculated
from the FORC coordinates of the positive peak:

HN ¼ −Hc − Hu ð4Þ

HA ¼ Hc − Hu ð5Þ

Values of Hc = 56 ± 14 mT and Hu = −114 ± 41 mT
were calculated from the average positive peak
position of ∼30 individual samples, yielding HN =
58 ± 55 mT and HA = 170 ± 55 mT. The negative
peak corresponds to the lower half of a ‘butterfly’
structure that is diagnostic of SV states [Pike and
Fernandez, 1999]. The butterfly is centered on
FORC coordinates {Hc, Hu} = {HA, 0} and is
caused by a small difference in the annihilation
field for a vortex nucleating on opposite sides of a
particle. The average position of the negative peak
was determined to be HA = 183 ± 30 mT, which
agrees well with the value of HA determined from
the position of the positive peak. This agreement
confirms that both peaks are related to the nucle-
ation and annihilation of vortices. The negative
‘annihilation’ peak extends as far as 250 mT, sug-
gesting that AF demagnetization up to this field
would be necessary to fully remove the SV contri-
bution to remanence.

3.2.3. Electron Holography

[22] Both SD and SV states were imaged directly via
EH (Figure 8). SD states were typically observed in
elongated particles and were easily recognized by
their distinctive external dipolar stray fields and
closely spaced interior flux lines parallel to the
particle length (Particle 1, Figure 8). SV states were
observed in both “in-plane” and “out-of-plane”
orientations, according to whether the vortex core
lies in or out of the specimen plane (Particles 2
and 3, respectively, Figure 8). Electron holography
is sensitive only to the in-plane component of
magnetic flux. In the in-plane case we image only
the central vortex core, which points roughly per-
pendicular to the long axis of the particle. In the out-
of-plane case the central vortex core appears dark
and we image the in-plane flux that circles the core.

Figure 8. Electron holography results illustrating the
SD and SV domain states responsible for stable rema-
nence in dusty olivine. Reversed pairs were obtained
by tilting the sample to ±30° in a 2.2 T vertical field.
(a) Mean inner potential map showing particle positions.
(b) Color map derived from the gradient of the magnetic
contribution to the phase shift. The hue and intensity of
the color indicates the direction and magnitude of the
integrated in-plane component of magnetic induction,
according to the color wheel (inset). Thin lines in Figure 8b
are contours of the magnetic phase shift, which can be
interpreted as lines of magnetic flux (the more closely
spaced the contours, the higher the flux). Particle 1 shows
a typical SD signal: uniform color and closely spaced con-
tours within the particle, distinct dipolar stray fields out-
side the particle. Particle 2 shows a typical SV state with
vortex core lying in the sample plane. Particle 3 shows a
typical SV state with vortex core lying normal to the sam-
ple plane. Particle 4 appears to have no magnetic signal,
which is an artifact caused by this particle’s failure to
reverse its magnetic state.
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Bridging the gap

(∼0.4–1) of axial ratios, assuming that Hc is domi-
nated by shape anisotropy and that switching occurs
via coherent rotation. The narrow vertical spread of
the central ridge indicates that interparticle inter-
action fields (Hu) are low. Vertical spreading of
the FORC distribution along the ±Hu directions is
observed for Hc < 100 mT, indicating the presence
of pseudo-single domain (PSD) and MD particles.
Samples containing very large (i.e., >10 mm) parti-
cles were observed to have prominent MD sig-
nals restricted to the range 0 < Hc < 10 mT. This
MD contribution is absent in Figure 7b. Vertically
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100 mT are attributed to PSD particles. The PSD
signal consists of a broad positive peak (labeled ‘2’
in Figure 7b) and a broad negative peak (labeled ‘3’
in Figure 7b) just underneath the central ridge. A
weak negative peak just above the central ridge was
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is sensitive only to the in-plane component of
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of-plane case the central vortex core appears dark
and we image the in-plane flux that circles the core.

Figure 8. Electron holography results illustrating the
SD and SV domain states responsible for stable rema-
nence in dusty olivine. Reversed pairs were obtained
by tilting the sample to ±30° in a 2.2 T vertical field.
(a) Mean inner potential map showing particle positions.
(b) Color map derived from the gradient of the magnetic
contribution to the phase shift. The hue and intensity of
the color indicates the direction and magnitude of the
integrated in-plane component of magnetic induction,
according to the color wheel (inset). Thin lines in Figure 8b
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interpreted as lines of magnetic flux (the more closely
spaced the contours, the higher the flux). Particle 1 shows
a typical SD signal: uniform color and closely spaced con-
tours within the particle, distinct dipolar stray fields out-
side the particle. Particle 2 shows a typical SV state with
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(supporting information Figure 1) can be attributed to the magnetizing effect of the drill-string that carries
a steep downward-induced magnetization at these site latitudes, or perhaps to a viscous remanent magne-
tization (VRM) acquired in the stronger postexcursion field or during subsequent core storage. Discrete sam-
ples with negative component inclinations are observed over a 10 cm interval in core section U1302C-5H-1,
and in an 8 cm interval of core section U1302B-4H-5 (supporting information Figure 1). For u-channel sam-
ples, negative inclinations are manifest over !10 cm, although low inclinations are distributed over several
tens of centimeters immediately below the supposed excursion interval, and at the top of the laminated
interval (Figure 2).

The age model at Site U1302/3 was constructed using a combination of planktic oxygen isotope data and
RPI data [Channell et al., 2012b] that were correlated to calibrated templates for RPI [Channell et al., 2009]
and oxygen isotopes [Lisiecki and Raymo, 2005]. The published age model places the excursion (Excursion
1) in the 286–288 ka interval, within MIS 9a (Figure 3). MIS terminology follows Railsback et al. [2015].

3.2. Site U1302/3: Excursion 2
Four u-channel records from Holes U1302A, U1302B, U1302C, and U1303B capture an apparent excursion at
70.9–71.5 mcd at Site U1302/3 (Figure 4), with core section U1302B-7H-3 recording the excursion in the
composite section [Channell et al., 2012b]. As for Excursion 1 at this site, the excursion is manifest in u-
channel samples by component inclination. The excursion records are located at comparable composite
depths in the four holes, although excursion depths in Holes U1302A and U1303B are offset by !20 cm
down-section relative to the excursion depths in Holes U1302B and U1302C, attributable to inaccuracies in
composite depths determined shipboard [Expedition 303 Scientists, 2006a]. An interval of foraminifera-rich

Figure 3. Site U1302/3. Planktic oxygen isotope data (blue) for the 230–320 ka interval of the composite section [Hillaire-Marcel et al.,
2011] compared to the LR04 [Lisiecki and Raymo, 2005] benthic oxygen isotope stack (black). Component inclinations (black) and relative
paleointensity proxy (red) for the composite section [Channell et al., 2012b] compared to the PISO RPI stack (black) [Channell et al., 2009].
Age model from Channell et al. [2012b].
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Scanning magnetic microscope

10.1 The Peculiarities of the Magnetic Inverse Problem

zontal plane in the upper half space, as shown in Figure 10.1. In theory, a mea-
surement of a single component of the vector magnetic field everywhere over this
infinite horizontal plane will contain all of the information about the magnetic
field everywhere in the upper half space, consistent with the magnetic field obey-
ing Laplace’s equation. Upward or downward continuation of the measured mag-
netic field above or below the measurement plane will allow one to specify the
magnetic field everywhere in the upper half space. In practice, however, one can
measure the magnetic field at only a finite number of locations in the plane. In
this case, there are not only issues regarding the Shannon sampling theorem and
the maximum allowable separation between field measurements for a given
source distribution, but also questions as to how best to distribute a collection of
one-, two-, and three-axis SQUIDs over the measurement plane. For example, the
accuracy of solutions to the inverse problem for the head or abdomen using a
moderate number of SQUID channels may well be improved by allocation of
some SQUIDs to vector magnetometers at the edge of a finite array and single-
component SQUIDs elsewhere [3, 4].
These and other limitations of the magnetic inverse problem arise from the

presence of scalar and vector products inherent in Maxwell’s equations, and pro-
duce inverse challenges that are not encountered in optical, X-ray, ultrasound,
NMR, or tactile images. Generally, the interpretation of optical images in terms of
the sources that produce the image, i.e., the optical inverse problem, may require

143

Fig. 10.1 A semi-infinite half space containing current and magnetization
distributions, whose associated magnetic field is measured by a planar array
of vector SQUID magnetometers in the upper, source-free half space.
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Magnetic field sensing direction

Bz maps & coordinate systems
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coordinates) rather than TMI 

• Maps of Bx & By can be 
calculated from Bz(x,y) 

• Z is positive upwards 
(opposite to aeromagnetic 
convention)



E A Lima et al

10

fine-scale in homogeneities in the underlying magnetization 
that are not readily visible on the optical image (figure 7(b)). 
We can also observe in this map that the plagioclase and quartz 
surrounding the magnetite are at least two orders of magni-
tude less magnetic, as expected for such minerals. Notice the 
region indicated by a black arrow, which corresponds to the 
nonmagnetic inclusions in the inset of figure 7(a).

To quantify the field decay of such extended sources and to 
emulate what a scanning SQUID microscopy map of the same 
region would resemble, we increased the sensor-to-sample 

distance to 150 μm and mapped the sample again (figure 7(c)).  
In this case, the field intensity decreased by just a factor of ≈8, 
despite a 22-fold increase in the sensor-to-sample distance. 
Given the inverse cubic dependence of dipolar fields on dis-
tance r, this small intensity decrease might seem surpris-
ingly modest at first. The reasons for this are that (i) spatially 
extended sources produce fields that typically decay much less 
rapidly with distance than point sources and (ii) the magnetiza-
tion distribution cannot be considered strictly planar (i.e. two-
dimensional) in the first map because the sensor-to-sample 

Figure 7. Small region in the thin section of granulite-gneiss from the Vredefort impact crater (labeled region A in figure 1(c)) and 
corresponding magnetic field maps measured at different sensor-to-sample distances with the MTJ microscope. (a) Transmitted-light 
microscopy image of the selected region. Dark features correspond to areas rich in magnetic minerals. Inset shows crossed-polars detailed 
image of the section indicated by a light blue dashed rectangle, where is it possible to see a nonmagnetic feature (white arrow) enclosed 
in magnetic minerals. (b) Map of the vertical component of the magnetic field of the sample measured with the MTJ sensor touching the 
sample (sensor-to-sample distance of ≈7 μm). The black arrow indicates the area of the field map corresponding to the nonmagnetic feature 
shown in the inset in (a). (c) Map of the vertical component of the magnetic field measured over approximately the same region with the 
MTJ sensor ≈150 μm away from the sample surface. (d) Comparison of the spatial decay in magnetic field intensity for four simulated 
sources magnetized in the vertical (+z direction) and with identical net magnetic moments: (i) magnetic dipole (blue),  
(ii) 30  ×  30  ×  30 μm3 rectangular prism (green), (iii) 100  ×  100  ×  30 μm3 rectangular prism (red), and (iv) 400  ×  400  ×  30 μm3 
rectangular prism (light blue). The magnetic dipole has constant 1/r3 field decay, whereas extended sources exhibit slower decay at sensor-
to-sample distances smaller than the source size. (Field values were calculated directly above the sources.)
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Design features of NTNU microscope
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SQUID: 200—300 µm

(Lima et al., 2014)

MTJ sensor (similar to hard-drive read head) provides high spatial resolution 
from close scan height (~100 µm)

MTJ: Scan height 0—100 µm • SQUIDs have 
higher sensitivity 
and S/N but 
greater “fly height” 

• Spatial resolution 
also dependent on 
desired acquisition 
time and sensor 
size



Design features of NTNU microscope
• Helmholtz coils allow active 

cancelling of ambient field for 
remanence imaging 

• Constant fields in any direction 
can be applied up to 100 µT to 
mimic conditions in Earth’s field 

• Pure induced component 
calculated by  
Binduced = Bin-field - Brem



NTNU microscope results: Noise floor
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NTNU microscope results: Bushveld gabbro

Gabbro from Bushveld layered intrusion, containing discrete magnetite 
and magnetite-bearing plagioclase (Church et al., in prep)
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NTNU microscope results: In-field imaging

Eclogite-facies metagabbro, Western Gneiss Region, Norway 
(McEnroe et al., in prep)
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Calculating 
induced field from 

Brem & Bin-field

Metamorphosed serpentinite, 
Modum, Norway (Pastore et al. 
2017)

In-field measurement 
contains both remanent 
component and field 
resulting from induced 
magnetisation 
∴ Binduced = Bin-field - Brem



Experiments made possible by use of discrete samples

Constraints for inversions include: 
• Ability to remagnetise in a known direction  
• Ability to demagnetise sample, scanning 

between steps 
• Ability to measure total moment of sample 
• Knowledge of location of magnetic sources 

(by using thin sections or CT scans of thick 
sections)
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Conclusions
• SMMs operate on a useful length scale to observe 

behaviour of complex magnetic systems 
• SMM is similar to aeromagnetic surveying, but additional 

constraints can be applied for inversion 
• The NTNU microscope can resolve signal from different 

phases of coarse-grained rock 
• Measuring in 0-field and in applied field allows the 

calculation of induced signal, and possible inversion using 
susceptibility


